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Goal Diverse training objectives Complementary strengths Impact of components
Supervised learning >  Classifying training concepts o |
. . . . Feature normalization (norm) Ladder of projectors (LP) Teacher dropping (tdrop)

Learn a single encoder from strong and complementary teachers Self-supervised learning > Transfer learning \ / el
Masked image modeling > Dense prediction m Transfer Segmentation Depth
\ / Model norm LP tdrop opl (1) top-1 (1) ol (1) RMSE (1)

. . Teacher models

Ladder of projectors Teacher dropping ~_— DINO 777 724 304 0570
Ap p foadcC h DeiT-III 83.6  68.5 32.3 0.589
" n2, Y best tcfzacher _ | 83.6  72.4 32.3 0.570
Multi-teacher distillation , pasicsemp g 731 35 0560
; / 814  73.8 36.1 0.558
UNIC VR 82.7  74.2 37.4 0.546
----- Nnorim m VRV 83.2  73.5 37.3 0.547
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Universal encoder: A single model that combines the teacher’s strenghts /' Distillation loss is v More discriminative v Teacher importance
" y balanced across features are learned, Is dynamically

teachers albeit slower determined

Teachers trained on ImageNet-1K

Compa rison to the state of the art v' Teacher dropping is effective at learning all teachers equally well

ImageNet-1K
-0.2%!

ViT-Base architecture for all
Distillation on ImageNet-1K

Teachers: MetaCLIP-Huge and DINOv2-Giant, Student: ViT-Large
Distillation on ImageNet-1K

Model weight and feature space utilization analysis

ImageNet-v2
+0.4%|

Weight utilization study Feature space utilization study

+2.4% Depth

* Prune modelweights * Extract ImageNet-1K features
. eStimation ImageNet'1 K k-NN ImageNet'1 K Zero-shot ADE20K Segmentat|0n e Extract |mageNet_’] K features ) Apply PCA
Domain 86 - 315 | - * Train a linear classifier » Train a linear classifier
Shift DeiT-1ll [Touvron@ECccv2022] D
0 6% | +8.205 w0 B OT-ft [Lu@ICLR2024] o 45 : : Op—o 0
: - ' S | i =====_DINO [caron@IccVv2021] 84 - : ! 81.07 ' | s -20 g 0
€I aitic == BOT [Zhou@ICLR2022] } | s | : A0 : : 93 9:
' ====_UNIC (ours) | | T | | & -40 & -40
| A Segmentation N — L T — e L | | £
) 8 E : : I : | | 35 - o : : | %0 %o
| X n% 2 _ _ 1 r 1 . . 1 M e _ —e— Teachers FLCJ: —80 —eo— Teachers
.59 2% 1 : \ 2 NIC-L P O UNIC-L P \O i R | .
+3.9% \/ +9.2% Eine- grained aes® o ng\o\?l&\ UNIC @ V W@P\O&A\U c Ma@\ N W\,w?ﬁiu\ UNIC-L . UNIC | oo UNIE
Concept o~ 50\19%10 i\o*??\l \0\1?"‘ 0 10 20 30 40 50 60 70 80 90 768 384 192 96 48 24 12 6
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Generalization - :
Long-tail

v" UNIC features are more resilient
to dimensionality reduction

v UNIC encoders utilize model

v UNIC-L outperforms the best teacher in the vast majority of cases weights more effectively

v UNIC is on par or better than the best teacher for each task
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